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1 Abstract

Functional programming (FP) focuses on mathematical functions and immutable data structures, setting it
apart from imperative programming which often depends on mutability and side effects. While imperative
programming frequently use state changes, FP prioritizes encapsulation and composability. Its inherently
expressive and maintainable nature has driven FP’s principles into not only pure functional languages
but also multi-paradigm languages such as Java and C++. The analysis of functional programs on the
other hand employs techniques such as type inference, control-flow analysis, and program transformation.
These methodologies allow for a comprehensive understanding and reasoning about program behaviors.
This analytical aspect has its roots in lambda calculus which forms the theoretical backbone of functional
programming. Abstract interpretation, a notable static analysis technique, approximates a program’s behavior,
and abstract machines—like CEK and CESK—provide the means to implement these techniques. The
utilization of such analyses benefits functional compilers immensely. As they transform a high-level program
into an efficient low-level code through multiple phases, insights from techniques like abstract interpretation
and continuation-passing style empower them to detect bugs and seize optimization opportunities more
effectively. As a result, functional compilation and functional program analysis have grown into pivotal areas
of research in computer science, especially in the areas of parallelism, modularity, and language design.

2 Introduction

Functional programming (FP) is a programming paradigm that focuses on mathematical functions and
immutable data structures for writing programs unlike traditional imperative programming, which revolves
around making repeated effects to the program. While FP promotes encapsulation and composability,
imperative programming often leads to complicated invariants and is susceptible to bugs due to the extensive
use of assignment operation [1]. Over the years, FP has made a significant impact on both academia and
industry due to its expressive and maintainable nature [2, 3, 4, 5, 6]. As a result, it has been widely adopted
not just in purely functional languages like Haskell, Standard ML (SML), Scheme, Clojure, Miranda, and
Scala, but also in multi-paradigm languages such as Java and C++, which now includes lambdas, maps, and
other functional features [7, 8, 9, 10, 11, 12, 13, 14]. FP has also become a critical research field in computer
science, especially in the areas of parallelism, modularity, and language design [15, 16, 17].

Functional program analysis applies mathematical logic and methods such as type inference [18, 19], control-
flow analysis [20, 21, 22, 23, 24], and program transformation [25, 26] to reason about programs and improve
their efficiency and correctness. However, these methods are influenced by earlier work and have their roots
in lambda calculus, which is a formal system for expressing computation based on only the three capacities
of function abstraction, function application, and variable reference [27]. Since its inception, λ-calculus has
formed the theoretical backbone of functional programming, and its principles have been extensively studied
[25]. Hence, functional compilers and their associated optimization approaches rely heavily on λ-calculus to
perform their tasks efficiently [26]. For example, the Glasgow Haskell Compiler is widely adopted in academia
and industry, featuring advanced optimization techniques and a rich ecosystem of libraries [28, 29].

Functional compilers typically undergo several passes to transform a high-level input program into efficient
low-level code that can be executed on various platforms. For example, one of the initial simplifications
performed by a functional compiler involves eliminating complex language features, such as core macros, by
replacing them with semantically equivalent simpler forms. This pass is commonly known as desugaring. The
next pass is Alphatization, which transforms a program to ensure that every variable-binding has a distinct
name for a single binding point. Then Administrative Normal Form (ANF) conversion administratively
binds each sub-expression to a unique identifier and enforces an explicit order of evaluation to simplify
the continuation structure [30]. The continuation-passing-style (CPS) conversion is the next pass, which
imposes a constraint on call sites to always be in the tail position, meaning that functions never return in the
conventional sense; instead, a continuation is explicitly passed forward to be invoked on the return point
[31]. CPS is a source-to-source translation that implements the stack, and it is also possible to reconstruct
a program back to its direct-style form with no loss of efficiency or analysis results [32, 33]. After these
passes, the program is ready for the closure-conversion pass, which removes free variables by requiring an

3



explicit environment structure [34, 35]. The final pass is often code generation, where the program is typically
compiled down to C or C++, and linked with libraries for the target platform [34].

Abstract interpretation is a static analysis technique that approximates program behavior over abstract
domains. This technique has been extensively used in functional programming analyses and serves applications
such as proving program properties, bug detection, compiler optimization, and so on [36, 37, 38, 39]. One
approach to implementing this technique is to use abstract machines and interpreters, such as CE, CEK,
CESK, and CESK∗ [39, 40, 41, 42, 43, 44]. These simplified models of computation and interpreters provide
the foundation for analyzing programs and a basis for further optimizations.

This survey paper provides a comprehensive overview of functional compilation and functional program
analysis covering essential topics such as λ-calculus, compiler construction, and abstract interpretation. It
also summarizes the latest developments in the field and discusses the significance of abstract machines and
interpreters [42, 43, 44]. As part of our ongoing research, we are working on a prototype compiler and using
SLOG[45] for performing analyses such as abstract counting [46] on it. By doing so, we are trying to address
novel research problems, evaluate the compiler’s performance, and figure out opportunities for optimization.

The remainder of the survey is structured as follows. In Section 3 we provide a brief introduction to functional
programming, lambda calculus, and FP concepts. Section 4 discusses functional program analysis and some
of its methodologies. Then, in Section 5, we define a functional language and demonstrate how our prototype
functional compiler works for that language. Moving forward, we cover abstract interpretation and abstract
machines in Section 6. Then, Section ?? covers modern Datalog languages and how we are performing
program analysis using a Datalog-like language—Slog. Section 8 outlines future research directions and finally,
Section 9 concludes the survey.

3 Functional Programming

Functional programming (FP) is both a paradigm and an approach that has deeply impacted the history and
development of computer science. Its roots can be traced back to the foundational works in the λ-calculus
introduced by Alonzo Church [27], which established the groundwork for understanding computation through
function application. The fundamental operation in a functional program is the application of functions to
arguments, where the main program takes input and returns the output as a result. Much like mathematical
functions, typically the main program or function is composed of multiple layers of functions, each defined in
terms of others, until reaching the foundational language primitives [3].

One of the defining characteristics of FP is its focus on immutability and the use of first-class functions.
Unlike imperative programming, where computation largely centers around mutable states and the sequences
in which commands are executed, functional programming emphasizes the declarative description of what
should be computed, rather than how it should be computed [4].

# Python Code

>> def sum(lst):

total = 0

for num in lst:

total += num

return total

>> sum([1, 2, 3])

# output: 6

; Racket Code

>> (define (sum lst)

(cond [(null? lst) 0]

[else

(+ (car lst)

(sum (cdr lst))

)]))

>> (sum (list 1 2 3))

; output: 6

Figure 1: Comparison between imperative and functional programming
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For example, a program written in imperative style often computes a value step-by-step, where we exactly
describe how to perform a computation as shown in the left side of Figure 1. We begin the computation
process by assigning total=0, then accessing each item from the list, while repeatedly updating the total
variable, and finally returning the summation of the list. In contrast programs written in functional style as
shown on the right side of Figure 1, we perform the computation in a declarative way—analogous to how we
define mathematical functions—by describing what the sum of a list is in terms of its structure, rather than
detailing how to compute it step-by-step. Here, we check if the list is null?, and if so the sum is 0. Otherwise,
the sum is the first element of the list added to the sum of the remaining elements. This shift in focus offers
numerous benefits, including increased expressiveness, easier reasoning about program behavior, and natural
facilities for parallelism and concurrency.

During the latter part of the 20th century, functional programming made its mark with languages like Scheme,
introduced by Sussman and Steele [9], as well as Miranda [11] and Haskell [7]. Each of these languages
supported unique features of the FP paradigm and significantly impacted both academia and the real-world
software domain. Notably, Haskell—which is a purely functional language—contributed to a great extent to
evolving FP concepts such as lazy evaluation, type classes, and monads [28, 29].

Yet, functional programming is not just a way to write code; it is deeply rooted in the foundational theories
of computer science. The ties among FP, program analysis, and compiler optimization techniques, notably
abstract interpretation and continuation-passing style highlight how FP combines conceptual theory with
actual practice [36, 37, 47, 33]. Researchers such as Landin [40], Felleisen, and Friedman [42, 43] further
illustrate these intricate interactions in their pivotal works.

In recent years, functional programming principles have not remained confined to purely functional languages.
Hybrid languages, such as Scala [12] and Clojure [10], have emerged, fusing functional paradigms with
object-oriented and imperative paradigms. Some of the other well-known functional languages include ML,
OCaml, Lisp, Erlang, F#, and Racket [8, 48, 49, 50, 51, 52, 53, 54]. Now, most of the multi-paradigm languages,
including Java, C++, Python, C#, Ruby, Go, PHP, Kotlin, Rust, Perl, and JavaScript have also embraced
functional concepts [13, 14, 55, 56, 57, 58, 59, 60, 61, 62, 63], signaling a broader industry acceptance and
appreciation of the benefits that FP can offer.

Over time, FP has evolved, leading to the development of numerous influential programming languages,
theories, and methodologies, and remained at the forefront of both academic research and industry application.
By providing tools and methodologies that allow for rigorous analysis, elegant solutions, and scalable
applications, FP servers as a crucial area of study for anyone interested in the future of computation.

In this section, we first provide a brief introduction to lambda calculus (Section 3.1), and then we talk about
some of the fundamental concepts of functional programming (Section 3.2).

3.1 Lambda Calculus

The heart of any functional programming language are the three essential forms of the lambda calculus:
lambda abstraction (defining a function), application (invoking a function), and variable reference. In fact,
the rest of Scheme (or any other programming language) can be compiled down into the language consisting
of just these three forms: defining unary (single input) functions that bind a variable when invoked, invoking
functions on a single argument expression, and referencing a variable. Compiling down to the pure lambda
calculus is called Church compiling/encoding, after the creator of the lambda calculus, Alonzo Church.

While there are many different lambda calculi—systems for calculating (calculi) using functions (lambdas)—
the lambda calculus generally refers to a specific classic system: the untyped, three-form lambda calculus
with unary functions. We can define a grammar for its expressions/terms like so:

e, t ∈ E ::= (λ (x) eb) λx. eb

| (ef ea) ef eb

| x x

x, y ∈ Var = ⟨program identifiers⟩
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It is also common to see a notation without (required) parentheses and with a dot before the body of lambdas
(alternatively shown on right)—λ is highest precedence.

Lambda calculus is found within many programming languages; it is the heart of functional programming
languages such as Racket, Haskell, OCaml, but is also found within multi-paradigm languages permitting
first-class functions such as Python, Ruby, Javascript, and even Java, and C++. For instance:

Python: id = lambda x: x

Java: Function<Object, Object> id = x -> x;

Javascript: const id = x => x;

With an application form, we may apply an identity function on a value, which will yield that value unchanged.
Let’s take the identity function (λ (x) x) and apply it to the number 5: ((λ (x) x) 5). This expression
may be textually simplified using an evaluation-step relation (→): ((λ (x) x) 5) → 5.

((λ (x) x) (λ (y) y)) → (λ (y) y)

In pure lambda calculus, we do not have the ability to represent a constant like 5, but could still apply the
identity function on itself as shown above.

3.2 Fundamental Concepts

This sub-section introduces several programming concepts that are prevalent in functional programming but
are seldom encountered in other paradigms.

3.2.1 First-class Functions

In computer science, the term functions as first-class citizens was first used in the mid-1960s [64]. The idea
is that, in a language, if we can pass functions to other functions as arguments, can have functions that
return other functions as their results, and allow functions to be assigned to variables or stored within various
data structures, then the language supports first-class functions. With this feature, functions are not merely
procedural constructs but are recognized as first-class entities—numbers, strings, etc.—in the language.

Taking a step further, Scheme—a functional programming language (a dialect of Lisp)—introduced proper
support for lexically scoped first-class functions through closures [64]. A closures encapsulates a function
together with an environment of bound variables, ensuring that the function has access to the variables it
is supposed to, even when it is executed in a different scope. This handling of free-variables has profound
implications for function behavior and memory management.

3.2.2 Higher-order Functions

Higher-order functions are those that can both accept other functions as parameters and return functions as
results. A language with first-class functions often implies the availability of higher-order functions in the
language.

For example, the make-adder function in the left side of Figure 2 is an example of a first-class function
because it is treated like any other variable. It returns a lambda function that takes a parameter y and adds
it to x. We assign this returned function to the variable add1, illustrating that functions can be assigned to
variables and thus are first-class citizens in the language. Finally, when we make a call to the add1 function
with argument 2, to produce the final output as 3.

On the other hand, in the right side of Figure 2, we show how higher-order functions work by using map and
filter. First, we define a list containing numbers 1 to 5 and assign it to the variable lst. The map function
takes the list and applies the add1 function to each of the numbers to increment them by 1 and finally
returns the output. Whereas, the filter function takes the output of map applied on lst as input and applies
the predicate even? to each of the items and finally returns the output.
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; First-class function example

>> (define (make-adder x)

(lambda (y) (+ x y)))

>> (define add1 (make-adder 1))

>> (add1 2)

; output: 3

; Higher -order function example

>> (define lst (list 1 2 3 4 5))

>> (map add1 lst)

; output: ‘(2 3 4 5 6)

>> (filter even? (map add1 lst))

; output: ‘(2 4 6)

Figure 2: First-class and Higher-order functions (implemented in Racket)

Functional languages extensively use higher-order functions such as map, filter, apply, etc., to provide a level
of abstraction and flexibility that is not possible with just first-class functions, allowing programmers to write
more generalized and reusable code.

3.2.3 Pure Functions

A function is said to be pure if it does not have any side effects and always yields the same result for a given
input making it have no discernible impact on the broader program execution. It can also be said that we can
always replace a pure function with its result without changing the outcome of the program i.e., an expression
may safely be replaced by its value [65]. This property ensures predictability and reproducibility, echoing
the characteristics of mathematical functions and strengthening the theoretical foundations of functional
programming. The simplicity and clarity introduced by pure functions facilitate easier program analysis,
driving more accurate and efficient evaluations of program behavior. Functional programming advocates the
use of pure functions and the absence of side effects has several benefits including opportunities for compiler
optimizations, and faster code transformation.

3.2.4 Strict and Lazy Evaluation

Based on the order of evaluation of expressions, a functional programming language can be categorized as
either strict/eager or lazy/delayed. For example, SML is a strict language, while Haskell adopted a lazy
evaluation strategy. In literature, they are often referred to by different names, for instance, call-by-value
(CBV) means strict evaluation, whereas call-by-need (CBN) means lazy evaluation. The evaluation order
differs by how they treat arguments to functions. In strict evaluation, a function’s arguments are reduced
first before applying the function itself, while in lazy evaluation, a function gets called with unevaluated
arguments, and they are only reduced if the computation requires them in order to continue. One of the
benefits of this delayed evaluation is that, once they are reduced, this reduced value is then cached to avoid
any recomputation (also known as memorization [66]). Both of the evaluation order has their benefit over the
other one, strict languages are easier to reason in terms of asymptotic complexity, while for lazy languages
reasoning about programs are not usually straightforward [15]. Figure 3 shows how these evaluation strategies
typically work in a functional language (in this case lambda calculus). Here, β-reduction simulates function
application (i.e., invocation, instantiation).

((λ (y) y) ((λ (z) z) w))

→β ((λ (y) y) w)

→β w

((λ (y) y) ((λ (z) z) w))

→β ((λ (z) z) w)

→β w

Figure 3: A side-by-side comparison of evaluation strategies: Strict (left), Lazy (right)
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4 Functional Program Analysis

The analysis of functional programs played a vital role in terms of enriching our comprehension and refinement
of functional programming paradigms over the years. It helps us in examining and interpreting functional
code, ensuring its accuracy and efficiency. This meticulous examination highlights FP’s capacity for delivering
concise, readable, and maintainable code, bolstered by its underlying mathematical principles. The trajectory
of functional program analysis began in 1969 with the first systematic evaluation of LISP programs [67]. The
initial phase focused on the intricate structures and behaviors inherent in Lisp-like data constructs [68, 69].
This foundation spurred a series of advancements, with studies and techniques evolving and expanding in
complexity and depth. The ongoing evolution underscores the sustained importance of functional program
analysis in understanding and optimizing program behaviors from its inception to contemporary applications.

In this section, first, we briefly cover two program analysis approaches in Section 4.1 and Section 4.2. Then,
in Section 4.3 control-flow analysis is discussed.

4.1 Dynamic Analysis

Dynamic analysis is a program analysis technique that examines program properties during the actual
execution of a program [70]. It is facilitated through program instrumentation—a process of inserting
additional statements into a program to create traces. This process adeptly evaluates a program’s runtime
behaviors, capturing and recording specific execution events that are encapsulated within a dynamic state, also
referred to as profiling or tracing [71, 72, 73]. These recorded events encompass a broad spectrum including the
execution of lines of code, basic blocks, control edges, and routines [74]. The effectiveness of dynamic analysis
hinges on the efficiency of the instrumentation and profiling infrastructures [75] and these systems must be
adept at collecting comprehensive runtime information without compromising the program’s operational
efficiency. This information then becomes instrumental for enhancing the program’s memory layout to improve
locality, identifying dominant program segments for optimization, and facilitating debugging among other
applications [76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87]. Over the years, various dynamic analysis tools have
been established to perform these functions effectively, including but not limited to Valgrind, Google Address
sanitizer, Daikon, Javana, Purify, DynaMetrics, and Caffeine [77, 88, 83, 81, 80, 87, 89]. However, a notable
limitation looms over dynamic analysis results because of its specificity to the set of inputs used during
testing. This constraint makes the analysis results not universally applicable to future program executions or
reliable for applications requiring precise input, such as semantics-preserving code transformations [90]. It
is worth noting that while dynamic analysis excels in bug detection and offers a granular understanding of
program behavior, it cannot be used to prove program properties [91], unlike static analysis.

4.2 Static Analysis

Static analysis is a program analysis technique that, unlike dynamic analysis, reasons about the behavior of
programs without running them. Its root can be traced back to the 1970s when it was primarily used for
compiler optimizations [92]. Since then this technique has been studied extensively by computer scientists and
applied in real-world software by engineers or developers [93, 90]. Nowadays, it is integral in various stages of
program development, including identifying potential errors early in the development process, verification,
optimization, refactoring, and maintenance [94, 95]. It is especially crucial for certifying critical software and
enhancing the quality of general-purpose applications. A static program analyzer is a program itself that
reason about the behavior of other programs [96]. Over the years for most of the multi-paradigm languages,
a number of analyzers or tools based on static analysis techniques have been developed. Some of the most
prominent tools are Lint, FindBugs, SpotBugs, CryptoGuard, PMD, mygcc, Synopsys, Clang Static Analyzer,
PyLint, Pyflakes, and Frosted, CrySL [97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108].

Although every possible behavior of a program cannot be entirely predicted due to the undecidability issues
stated by Turing [109] and Rice [110], static program analysis, with appropriate approximations, can inspect
all conceivable executions of the program [96]. Analyzing a program’s source text, static analysis aims to
discern and predict the program’s behavior. It strives to offer guarantees about the program’s operation,
balancing the need for precision with the necessity for efficiency. This balance is crucial for producing
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results that are actionable and reliable without being overly resource-intensive or time-consuming [96, 111].
Compared to dynamic analysis, static analysis has the advantage of not affecting the program’s performance
during execution and provides an opportunity to identify and rectify issues before the program is put into use
[95]. Dynamic analysis, while offering real-time insights, can impact performance and does not necessarily
lead to immediate remediation of identified issues.

4.3 Control Flow Analysis

The term control-flow analysis (CFA) was first used for lambda calculus in 1981 [20, 21] and since then
CFA of functional programs has been an active area of research for the past four decades. It helps us to
approximate which values a variable might take on during a program’s execution allowing us to understand a
program’s behavior. In a program without higher-order functions, the operator of a function call is explicitly
discernible from the program’s text, given that it is represented by a lexically visible identifier. Consequently,
the called function is accessible at compile time, allowing an analysis to directly correlate with the program’s
control flow [39].

For example, notice the simple Python function (in Figure 4) named add that takes in two arguments and
returns their sum. When we call the add function with the numbers 4 and 5, it is quite clear from the code
that the add function will be executed. The function being called, which we refer to as the operator, is
directly visible in the code. In this kind of scenario, where the control flow is evident at compile time, is
relatively straightforward to analyze.

# Python Code

>> def add(x, y):

return x + y

>> (add 4 5)

# output: 6

; Racket Code

>> (define (add x y)

(+ x y))

>> (define (apply fname x y)

(fname x y))

>> (apply add 4 5)

; output: 6

Figure 4: A side-by-side comparison of programs: with and without Higher-Order functions

In contrast, in programs that use higher-order functions, identifying the operator of a function call from the
program’s text can be more complex: the operator can emerge as an outcome of a specific computation, making
it inaccessible until the program is run. This complexity necessitates the implementation of control-flow
analysis to estimate during compile-time the functions that might potentially be invoked during runtime.

For example (see Figure 4), we have two functions: apply and add. The apply function takes another function
as its first argument and then two numbers. It then calls the passed function with the two numbers as its
arguments. So, when we call apply with add and the numbers 4 and 5, the add function is executed, and
we get the final sum as a result. Notice the operator of the function call, in this case, is the apply function.
But indirectly, it is also the add function because apply calls the add function in its body. This dynamic
nature means that the actual function being executed might not be determined until runtime and this is
what makes the control flow less obvious during compile time. In essence, this analysis aids in predicting
the potential pathways the program might follow during its execution, providing insights into the dynamic
behaviors exhibited in the presence of higher-order functions.

Control flow analysis has been studied extensively over the years and evolved significantly in terms of
advancements in application techniques, proof of soundness, and methodological refinements [22, 23, 24, 46,
112, 113, 114, 115, 116].
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4.3.1 0-CFA

0-CFA is a monovariant analysis or context-insensitive analysis developed by Shivers’ for Scheme [23, 24].
Sometimes it is also referred to as inclusion-based [117] or subset-based analysis [118]. During the analysis,
operationally it neglects coordination between bindings and merges all bindings of the same variable, trading
precision for efficiency. Despite this, 0-CFA is surprisingly effective in practice [119] and runs in cubic time
and variants are used in optimizing compilers like Bigloo [120] and MLton [121]. Operationally, in 0-CFA
there is just one abstract address per variable that exists in a program. For example, consider a program
that has a variable x, and it was bounded in 10 places. All 10 references to the variable x will be merged and
mapped to one abstract address in the analysis without keeping track of any context/scope for the variable x.

The original 0-CFA of Shivers is actually flow-sensitive, which computes an abstract environment per
expression rather than maintaining a global one [39, 122]. Other contemporary researchers worked on a
flow-insensitive approach that went through a lot of refinement in subsequent years [113, 114, 115, 116, 123].
However, flow-sensitivity alone does not significantly improve precision in purely functional languages, but
combining it with other abstractions can [124].

4.3.2 k-CFA

Unlike, 0-CFA, k-CFA is a polyvariant analysis meaning that it enhances the the precision of the analysis by
incorporating context sensitivity, which considers the calling context of functions. It works by approximating
the dynamic calling contexts of a program up to a certain fixed length, to analyze the flow of values to
expressions and variables more accurately than the context-insensitive 0-CFA. In 1991 in his PhD thesis
Shivers, proposed 1-CFA and hinted towards a generalized implementation of k-CFA [24]. The complexity of
k-CFA is significant; for instance, it has been proven to be complete for EXPTIME [125], implying that for
any fixed k, the analysis can simulate an exponential time Turing machine. Later on, in order to improve
k-CFA’s efficiency without compromising precision, polynomial-time variants have been introduced, which
offer consistent context distinction across the analysis [126]. Furthermore, for object-oriented languages,
where the distinction between objects and closures enables more streamlined analyses, a context-sensitive,
polynomial-time analysis (m-CFA) closely resembling the precision of traditional k-CFA was developed [127].

Operationally, an analysis based on k-CFA would use an address allocation scheme to represent abstract
bindings and these address then becomes the key parameter for tuning the analysis. However, there is
a fundamental limitation in how k-CFA works i.e., no matter how much context we add to our analysis
by increasing the k parameter. It cannot be determined with a 100% guarantee that given two abstract
environments they are equal or not. It is possible that environments are abstractly equal but their concrete
values may not be equal in all the cases. Might and Shivers however addressed this limitation with environment
analysis [46] making it the most precise context-sensitive analysis in the family of CFA. We briefly discuss
environment analysis in Section 6.5.

5 Language and Compiler Design

To illustrate the concepts of a typical functional compiler, we do not require a language with a very large
set of features. Therefore, in this section, we formally define a functional language Brouhaha—which is a
minimal Racket-like language (Section 5.1), and then we demonstrate how our prototype functional compiler
works for the Brouhaha language (Section 5.2).

5.1 The Brouhaha Language

The Brouhaha language only has top-level defines, and we may define it using a context-free grammar, see
Figure 5. Top-level functions can handle a varying number of parameters, similar to functions in the Racket
language. The function body is composed of expressions, which can be as simple as a variable reference or as
complex as a series of expressions, and operations, including literals, primitive operations, and conditional
statements. Each function in Brouhaha, whether defined at the top level or as a lambda expression, can take
multiple parameters, echoing the flexibility found in Racket’s variadic functions.
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The quote construct allows the direct inclusion of atomic values such as numbers, boolean, strings, and
symbols—which do not require any evaluation. For operations, prim applies built-in functions to multiple
arguments, whereas apply-prim is used for single-argument cases. The language handles decision-making
through if, and, or, and not constructs while other forms like let, let*, and apply in Brouhaha also functions
just like Racket.

⟨program⟩ ::= ⟨def⟩∗

⟨def⟩ ::= (define (⟨var⟩ ⟨var⟩∗) ⟨exp⟩)
⟨exp⟩ ::= ⟨var⟩

| (quote ⟨datum⟩)
| (prim ⟨op⟩ ⟨exp⟩∗)
| (apply-prim ⟨op⟩ ⟨exp⟩)
| (lambda (⟨var⟩∗) ⟨exp⟩)
| (lambda ⟨var⟩ ⟨exp⟩)
| (let ((⟨var⟩ ⟨exp⟩)∗) ⟨exp⟩)
| (let* ((⟨var⟩ ⟨exp⟩)∗) ⟨exp⟩)
| (if ⟨exp⟩ ⟨exp⟩ ⟨exp⟩)
| (and ⟨exp⟩∗)
| (or ⟨exp⟩∗)
| (not ⟨exp⟩)
| (apply ⟨exp⟩ ⟨exp⟩)
| (⟨exp⟩ ⟨exp⟩∗)

⟨var⟩ ::= ⟨program identifiers⟩
⟨datum⟩ ::= ⟨integer⟩ | ⟨float⟩ | ⟨boolean⟩ | ⟨string⟩ | ⟨symbol⟩

⟨op⟩ ::= ⟨set of built-in primitives⟩

Figure 5: The Brouhaha language IR

5.2 Compiler Design

The Brouhaha compiler takes a source brouhaha file and undergoes a series of passes, where the output from
one pass serves as the input for the next pass. In the end, the compiler generates a C++ file that can be
compiled to produce the same output as the brouhaha source file does. To illustrate this process, we will
trace the transformation of the following (see Figure 6) factorial function (implemented in Racket) through
each pass.

(define (fact n)

(let* ([zero 0]

[one 1])

(if (= zero n)

one

(* n (fact (- n one))))))

Figure 6: The factorial function

In this section, we will discuss the following compiler passes: Desugaring, Alphatization, Administrative
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Normal Form (ANF) Conversion, Continuation-Passing Style (CPS) Conversion, Closure Conversion, and
Code Generation. Figure 7 depicts the overall structure of the compiler.

Input File: input.haha

Desugaring

Alphatization

ANF Conversion

CPS Conversion

Closure Conversion

Code Generation

Emit C++: compiled.cpp

Figure 7: The compiler structure

5.2.1 Desugaring

Brouhaha is a minimal Racket-like language, but it supports a variety of complex language features and in this
pass, the compiler removes these features with semantically equivalent simpler forms. Although these features
provide a programmer more flexibility to write the same code in different ways, it makes the compilation
process harder. So, removing the syntactic sugar ensures that the remaining compiler passes can only focus
on simpler or core language forms.

Brouhaha has two types of functions: top-level defines and lambdas. Each function can be of the following
three distinct categories: fully variadic functions, fixed arity functions, and functions with improper lists
that allow optional arguments. To support the latter in our language, we desugar them into fully variadic
functions, see Figure 8.

(( lambda (a b . c) c) 1 2 3 4 5)

→desugar

(( lambda vargs

(let ([a (car vargs)]

[vargs (cdr vargs)])

(let ([b (car vargs)]

[vargs (cdr vargs)])

(let ([c vargs ]) c))))

’1 ’2 ’3 ’4 ’5)

Figure 8: Function with improper list to fully variadic function

We desugar let* in terms of nested lets and other features such as and, or, not are expressed in terms of if
form. Whereas datums are desugared into (quote datum). So, after this pass, our language only contains its
core features and we may define it using a context-free grammar, see Figure 9.

Example Figure 10 shows the transformation of the factorial function following the desugaring pass. It
also shows how let* form is expressed in terms of nested lets.
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⟨exp⟩ ::= ⟨var⟩
| (quote ⟨datum⟩)
| (prim ⟨op⟩ ⟨exp⟩∗)
| (apply-prim ⟨op⟩ ⟨exp⟩)
| (lambda (⟨var⟩∗) ⟨exp⟩)
| (lambda ⟨var⟩ ⟨exp⟩)
| (let ((⟨var⟩ ⟨exp⟩)∗) ⟨exp⟩)
| (if ⟨exp⟩ ⟨exp⟩ ⟨exp⟩)
| (apply ⟨exp⟩ ⟨exp⟩)
| (⟨exp⟩ ⟨exp⟩∗)

Figure 9: Desugar IR

(define (fact n)

(let ((zero ’0))

(let ((one ’1))

(if (= zero n)

one

(* n (fact (- n one)))))))

Figure 10: Factorial function after Desugaring

5.2.2 Alphatization

Alphatization, also known as α-conversion, transforms a program to ensure that every variable binding has a
distinct name for a single binding point. We use alphatization as a compiler pass to address two fundamental
issues: first, to eliminate the issue of variable conflation during program analysis, and second, to simplify
subsequent compiler passes.

Variable conflation can happen during program analysis, especially in monovariant analysis such as 0-CFA
when separate variables defined in different contexts are incorrectly assigned the same address. Alphatization
addresses this issue by creating a unique correspondence between each variable name and its defining site.
Consider the following example (Figure 11) where we rename the binding of variable a in both inner and
outer let expressions.

(let ([a 5])

(let ([a 10]) a))

→α

(let ([a1222 ’5])

(let ([a1223 ’10]) a1223))

Figure 11: Variable renaming example

This pass also establishes an invariant, a consistency that we rely upon in the later stages of the compiler,
which helps us avoid the possibility of unexpected program behavior and complicated debugging. Note that
the grammar of our language remains unchanged after this pass.
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Example Following this pass, the factorial function becomes as below, see Figure 12.

(define (fact n)

(let ([ zero13132 ’0])

(let ([ one13133 ’1])

(if (= zero13132 n)

one13133

(* n (fact (- n one13133)))))))

Figure 12: Factorial function after Alphatization

5.2.3 ANF Conversion

Within the ANF framework [47], sub-expressions are restricted to appear exclusively on the right-hand
side of a let-binding. By administratively binding each sub-expression to a unique identifier, it enforces an
explicit order of evaluation. As a result, ANF simplifies the continuation structure, leaving only one type of
continuation, namely the let-continuation. This simplification not only facilitates later compiler passes but is
convenient for constructing interpreters and program analysis.

ANF organizes expressions into two categories: atomic expressions (ae) and complex expressions (ce). Atomic
expressions are comprised of lambdas, datums, or variable references. We can evaluate them immediately
owing to their inherent properties of guaranteed termination and non-occurrence of side effects. In contrast,
all non-atomic expressions are classified as complex expressions within our language structure.

This transformation process is in fact manually CPS encoded, granting flexibility in terms of where the code
is inserted. It simplifies expression by lifting sub-expressions out and binding them explicitly with a let. This
implies that let becomes the singular mechanism allowing the execution of an arbitrary amount of work,
binding the return value to a variable, and then continuing to perform another arbitrary amount of work.
The following example (Figure 13) illustrates this mechanism effectively.

(let ([a 5]

[b 10])

(let ([c 15]) c))

→anf

(let ([a1224 ’5])

(let ([b1225 ’10])

(let ([c1226 ’15]) c1226)))

Figure 13: Explicit let binding example

After this pass, only if and let forms contain more than one true sub-expression. if form contains an
atomic expression in the guard position and two complex expressions in the tail position, while let forms
extend the stack. Other forms such as primitive operations and function applications, only contain atomic
sub-expressions. Notably, this transformation also ensures that prim and apply-prim forms are bound within
a let, given that they do not extend the continuation. Following this pass, the context-free grammar of our
language evolves as below (see Figure 14):

Example The simplification of the factorial function shows, how this pass lifts out sub-expressions and
explicitly binds them with a let. Also notice the guard branch of if now contains an atomic expression, See
Figure 15.
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⟨def⟩ ::= (define (⟨var⟩ ⟨var⟩∗) ⟨ce⟩)
⟨ce⟩ ::= ⟨ae⟩

| (let ((⟨var⟩ ⟨ae⟩)) ⟨ce⟩)
| (let ((⟨var⟩ ⟨ce⟩)) ⟨ce⟩)
| (let ((⟨var⟩ (prim ⟨op⟩ ⟨ae⟩∗))) ⟨ce⟩)
| (let ((⟨var⟩ (apply-prim ⟨op⟩ ⟨ae⟩))) ⟨ce⟩)
| (if ⟨ae⟩ ⟨ce⟩ ⟨ce⟩)
| (apply ⟨ae⟩ ⟨ae⟩)
| (⟨ae⟩ ⟨ae⟩∗)

⟨ae⟩ ::= ⟨var⟩
| (quote ⟨datum⟩)
| (lambda ⟨var⟩ ⟨ce⟩)
| (lambda (⟨var⟩∗) ⟨ce⟩)

Figure 14: ANF IR

(define (fact n)

(let ([ zero13132 ’0])

(let ([ one13133 ’1])

(let ([ a13232 (= zero13132 n)])

(if a13232

one13133

(let ([ a13233 (- n one13133)])

(let ([ a13234 (fact a13233)])

(* n a13234))))))))

Figure 15: Factorial function after ANF conversion
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5.2.4 CPS Conversion

CPS imposes a constraint on call sites to always be in the tail position, meaning that functions never return
in the conventional sense, and instead, a continuation is explicitly passed forward to be invoked on the return
point [31]. CPS is a powerful transformation phase for compiler optimization and program analysis, and it
is also possible to reconstruct a program back to its direct-style form with no loss of efficiency or analysis
results [32, 33].

For example, consider the arithmetic expression (* (+ 5 10) 20). Here, (+ 5 10) is evaluated first, but
the result is initially unknown. So, imagine the expression with a “placeholder” ([ ]) which will be filled
by that result, creating (* [ ] 20) as the future of the computation, or the continuation of the expression.
Once (+ 5 10) is evaluated to 15, we can invoke the continuation—(* 15 20)—by substituting 15 back
into the placeholder. Which we can then be evaluated to 300. At this point, there is no further computation
to be done; the continuation is empty, and we have our final result. The following Racket implementation
demonstrates the above example effectively in Figure 16.

; takes (lambda (x) x) as the continuation

(define (multiplication cont sum num)

(cont (* sum num)))

; takes multiplication as the continuation

(define (addition cont a b)

(cont (lambda (x) x) (+ a b) 20))

; makes the initial call

(addition multiplication 5 10) ;−→ 300

Figure 16: A CPS example

CPS is a source-to-source translation that implements the stack meaning that for Brouhaha this pass
implements all the continuations in terms of lambdas, but no lambda ever returns. Rather, every lambda at
its return point calls another continuation lambda to handle the return. Notice that CPS further simplifies
our grammar by binding all the expressions on the right side of a let, except for if and function applications.
if form now contains a variable reference or symbol in the guard position and two complex expressions in
the tail position, while function applications only have symbols as sub-expressions. Thus, following this
conversion, the context-free grammar of our languages changes as below (see Figure 17).

⟨ce⟩ ::= (let ((⟨var⟩ (quote ⟨datum⟩))) ⟨ce⟩)
| (let ((⟨var⟩ (prim ⟨op⟩ ⟨var⟩∗))) ⟨ce⟩)
| (let ((⟨var⟩ (apply-prim ⟨op⟩ ⟨var⟩))) ⟨ce⟩)
| (let ((⟨var⟩ (lambda ⟨var⟩ ⟨ce⟩))) ⟨ce⟩)
| (let ((⟨var⟩ (lambda (⟨var⟩∗) ⟨ce⟩))) ⟨ce⟩)
| (if ⟨var⟩ ⟨ce⟩ ⟨ce⟩)
| (apply ⟨var⟩ ⟨var⟩)
| (⟨var⟩ ⟨var⟩∗)

Figure 17: CPS IR
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Example Note the procedure kont13350 in Figure 18, is the continuation passed by the external caller of
the function fact. Similarly, operators − and ∗ are also taking an extra continuation argument which they
will invoke at their return point. Hence, the factorial function becomes.

(define (fact kont13350 n)

(let ([ zero13132 ’0])

(let ([ one13133 ’1])

(let ([ f13353

(lambda (a13232)

(if a13232

(kont13350 one13133)

(let ([ f13352

(lambda

(a13233)

(let ([ f13351

(lambda

(a13234)

(* kont13350 n a13234))])

(fact f13351 a13233)))])

(- f13352 n one13133))))])

(= f13353 zero13132 n)))))

Figure 18: Factorial function after CPS conversion

5.2.5 Closure Conversion

Closure conversion is a program transformation technique that turns functions with free variables into a
structure called a closure—which consists of the function code and an environment capturing these variables
[34, 35, 128]. This process abstracts the function’s code to include an additional parameter for the environment,
replacing free variables with references to this environment. The resulting closure stays inactive until the
function is actually invoked with arguments [129].

For closure conversion, there are two major approaches: top-down (linked closures) and bottom-up (flat
closures). For Brouhaha we adopted the latter. Operationally, we compute free variables as we loop through
the CPS-converted code. Whenever we find a lambda, we compute its set of free variables, however, if we
find any lambda in the body of the lambda itself, then we compute its set of free variables first. After
that, we generate the relevant code to allocate the lambda’s environment, which effectively removes the free
variables with env-ref s. So, overall, this pass eliminates all lambda abstractions and substitutes them with
make-closure and env-ref forms. This transformation actually converts the higher-order program, into a
list of first-order procedures whereas untagged-application and apply form become clo-app and clo-apply,
respectively. Hence the context-free grammar of our languages changes as below (see Figure 19).

Example Figure 20 shows the factorial function after the closure conversion phase.

5.2.6 Code Generation

The final pass is often code generation, where the program is typically compiled down to C or C++, and linked
with libraries for the target platform [34]. In Brouhaha, after closure conversion, the program is composed
exclusively of top-level procedures. The code generation phase takes this closure-converted code and translates
it into C++. In the runtime environment of the generated C++ code, functions do not directly accept arguments
in the conventional sense. Instead, the arguments are placed into a buffer by the calling function prior to
reaching the call site. The callee function then retrieves the argument count from the buffer’s initial position
and subsequently accesses each argument. The encoding scheme within the C++ code ensures that every
variable is of the void* type, with the least significant three bits of the pointer tagged to signify the datatype
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⟨program⟩ ::= ((proc (⟨var⟩ ⟨var⟩∗) ⟨ce⟩)∗)
⟨ce⟩ ::= (let ((⟨var⟩ (quote ⟨datum⟩))) ⟨ce⟩)

| (let ((⟨var⟩ (prim ⟨op⟩ ⟨var⟩∗))) ⟨ce⟩)
| (let ((⟨var⟩ (apply-prim ⟨op⟩ ⟨var⟩))) ⟨ce⟩)
| (let ((⟨var⟩ (make-closure ⟨var⟩ ⟨var⟩∗)) ⟨ce⟩)
| (let ((⟨var⟩ (env-ref ⟨var⟩ ⟨integer⟩)) ⟨ce⟩)
| (if ⟨var⟩ ⟨ce⟩ ⟨ce⟩)
| (clo-apply ⟨var⟩ ⟨var⟩)
| (clo-app ⟨var⟩ ⟨var⟩∗)

Figure 19: Closure Converted IR

(proc

(lam2362 env2363 a2344)

(let (( kont2353 (env-ref env2363 3)))

(let ((* (env-ref env2363 2)))

(let ((n (env-ref env2363 1)))

(clo-app * kont2353 n a2344)))))

(proc

(lam2364 env2365 a2343)

(let (( kont2353 (env-ref env2365 4)))

(let ((* (env-ref env2365 3)))

(let ((fact (env-ref env2365 2)))

(let ((n (env-ref env2365 1)))

(let ((f2354 (make-closure lam2362 n * kont2353)))

(clo-app fact f2354 a2343)))))))

(proc

(lam2366 env2367 a2342)

(let ((* (env-ref env2367 6)))

(let ((fact (env-ref env2367 5)))

(let ((n (env-ref env2367 4)))

(let ((- (env-ref env2367 3)))

(let (( one2337 (env-ref env2367 2)))

(let (( kont2353 (env-ref env2367 1)))

(if a2342

(clo-app kont2353 one2337)

(let (( f2355 (make-closure lam2364 n fact * kont2353)))

(clo-app - f2355 n one2337))))))))))

(proc

(fact _2370 kont2353 n)

(let (( zero2336 ’0))

(let (( one2337 ’1))

(let ((f2356 (make-closure lam2366 kont2353 one2337 - n fact *)))

(clo-app = f2356 zero2336 n)))))

Figure 20: Factorial function after closure conversion
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it represents. When accessing a variable, the pointer undergoes decoding to confirm its expected type, and
only then is the decoded pointer utilized to carry out the necessary operations. Furthermore, to accommodate
large integers and floating-point numbers, the program leverages the GNU Multi Precision (GMP) library.
The GMP types, MPZ for integers, and MPF for floats are integrated to support arithmetic operations on
numbers unrestricted by size and limited only by available memory.

In Brouhaha, memory management for the C++ code is managed by Boehm’s Garbage Collector, a conservative
approach to garbage collection. Memory allocation is performed using the GC MALLOC function, and the
new(GC) operator is employed in place of the standard C++ new operator to ensure the garbage collector
manages the allocated memory. String handling is facilitated by the std::string class from the C++ standard
library, with language-specific string functions mapped directly to their std::string counterparts. Finally,
hash functions within the language are supported by a functional variant of the Hash Array Mapped Trie
(HAMT), providing efficient and effective hash operations.

Example The generated C++ code for the factorial function is given below. Note that, around 4000 lines of
built-in Brouhaha code is omitted for simplicity.

#include <stdio.h>

#include <string.h>

#include "gmp_func.h"

#include "../../prelude.hpp"

//....

void *lam8714_fptr ()

{

numArgs = reinterpret_cast <long >( arg_buffer [0]);

void *env8715 = arg_buffer [1];

void *a8441 = arg_buffer [2];

void *kont8540 = (decode_clo(env8715))[3];

void *_u42 = (decode_clo(env8715))[2];

void *n = (decode_clo(env8715))[1];

arg_buffer [1] = reinterpret_cast <void * >(_u42);

arg_buffer [2] = kont8540;

arg_buffer [3] = n;

arg_buffer [4] = a8441;

arg_buffer [0] = reinterpret_cast <void * >(4);

auto function_ptr = reinterpret_cast <void (*)() >(( decode_clo(_u42))

[0]);

function_ptr ();

return nullptr;

}

void *lam8714 = encode_clo(alloc_clo(lam8714_fptr , 0));

void *lam8716_fptr ()

{

numArgs = reinterpret_cast <long >( arg_buffer [0]);

void *env8717 = arg_buffer [1];

void *a8440 = arg_buffer [2];

void *kont8540 = (decode_clo(env8717))[4];

void *_u42 = (decode_clo(env8717))[3];

void *fact = (decode_clo(env8717))[2];

void *n = (decode_clo(env8717))[1];

void **clo8856 = alloc_clo(lam8714_fptr , 3);
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clo8856 [1] = n;

clo8856 [2] = _u42;

clo8856 [3] = kont8540;

void *f8541 = encode_clo(clo8856);

arg_buffer [1] = reinterpret_cast <void * >(fact);

arg_buffer [2] = f8541;

arg_buffer [3] = a8440;

arg_buffer [0] = reinterpret_cast <void * >(3);

auto function_ptr = reinterpret_cast <void (*)() >(( decode_clo(fact))

[0]);

function_ptr ();

return nullptr;

}

void *lam8716 = encode_clo(alloc_clo(lam8716_fptr , 0));

void *lam8718_fptr ()

{

numArgs = reinterpret_cast <long >( arg_buffer [0]);

void *env8719 = arg_buffer [1];

void *a8439 = arg_buffer [2];

void *kont8540 = (decode_clo(env8719))[6];

void *one = (decode_clo(env8719))[5];

void *_u42 = (decode_clo(env8719))[4];

void *fact = (decode_clo(env8719))[3];

void *n = (decode_clo(env8719))[2];

void *_u45 = (decode_clo(env8719))[1];

bool if_guard8857 = is_true(a8439);

if (if_guard8857)

{

arg_buffer [1] = reinterpret_cast <void * >(kont8540);

arg_buffer [2] = one;

arg_buffer [0] = reinterpret_cast <void * >(2);

auto function_ptr = reinterpret_cast <void (*)() >(( decode_clo(

kont8540))[0]);

function_ptr ();

return nullptr;

}

else{

void **clo8859 = alloc_clo(lam8716_fptr , 4);

clo8859 [1] = n;

clo8859 [2] = fact;

clo8859 [3] = _u42;

clo8859 [4] = kont8540;

void *f8542 = encode_clo(clo8859);

arg_buffer [2] = apply_prim__u45_2(n, one);

arg_buffer [1] = reinterpret_cast <void * >(f8542);

arg_buffer [0] = reinterpret_cast <void * >(2);

auto function_ptr = reinterpret_cast <void (*)() >(( decode_clo(

f8542))[0]);
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function_ptr ();

return nullptr;

}

}

void *lam8718 = encode_clo(alloc_clo(lam8718_fptr , 0));

void *fact_fptr ()

{

numArgs = reinterpret_cast <long >( arg_buffer [0]);

void *_8722 = arg_buffer [1];

void *kont8540 = arg_buffer [2];

void *n = arg_buffer [3];

mpz_t *mpzvar8860 = (mpz_t *)(GC_MALLOC(sizeof(mpz_t)));

mpz_init_set_str(*mpzvar8860 , "0", 10);

void *zero = encode_mpz(mpzvar8860);

mpz_t *mpzvar8861 = (mpz_t *)(GC_MALLOC(sizeof(mpz_t)));

mpz_init_set_str(*mpzvar8861 , "1", 10);

void *one = encode_mpz(mpzvar8861);

void **clo8863 = alloc_clo(lam8718_fptr , 6);

clo8863 [1] = _u45;

clo8863 [2] = n;

void *fact = encode_clo(alloc_clo(fact_fptr , 0));

clo8863 [3] = fact;

clo8863 [4] = _u42;

clo8863 [5] = one;

clo8863 [6] = kont8540;

void *f8543 = encode_clo(clo8863);

arg_buffer [1] = reinterpret_cast <void * >(_u61);

arg_buffer [2] = f8543;

arg_buffer [3] = zero;

arg_buffer [4] = n;

arg_buffer [0] = reinterpret_cast <void * >(4);

auto function_ptr = reinterpret_cast <void (*)() >(( decode_clo(_u61))

[0]);

function_ptr ();

return nullptr;

}

void *fact = encode_clo(alloc_clo(fact_fptr , 0));

//...

6 Abstract Interpretation

Abstract interpretation is a static analysis technique that approximates program behavior over abstract
domains. This technique has been extensively used in functional programming analyses and serves applications
such as proving program properties, bug detection, compiler optimization, and so on [36, 37, 38, 39]. One
approach to implementing this technique is to use abstract machines and interpreters, such as CE, CEK,
CESK, and CESK∗ [39, 40, 41, 42, 43, 44]. These simplified models of computation and interpreters provide
the foundation for analyzing programs and a basis for further optimizations.
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In this section, we first cover why we need abstract interpretation instead of concrete interpretation (Section
6.1), and its challenge and limitation ( Section 6.3). Then in Section 6.4 we talk about abstracting abstract
machines. Finally, in Section 6.5 and Section 6.6 environment analysis and abstract counting are discussed.

6.1 Limitation of Concrete Interpretation

One may wonder why we even need abstract interpretation over concrete interpretation in program analysis.
The answer lies in the inherent limitations of the latter when faced with intricate programs that may include
loops, conditional branches, and function calls. Attempting to trace every possible program behavior in such
complex scenarios becomes an impractical endeavor.

(define (function num)

(function (+ num 1)))

Consider this simple recursive function above, invoking it with (function -2) initiates an infinite sequence:
-2, -1, 0, 1, 2, 3...∞. This function continuously increments its input without an endpoint because it lacks
a terminating condition—a base case. The problem here is, that while we aim for sound reasoning about
our programs, the sheer complexity and infinite paths, as seen in this example, make concrete reasoning
nearly impossible, even for a small piece of code like this. Therefore, to analyze our programs thoroughly
and reliably, we must transcend beyond the concrete to embrace abstraction. Abstract interpretation offers
us a way to generalize program behavior without getting tangled in the details of every conceivable path,
especially those that stretch into infinity.

6.2 Abstract Interpretation and Galois Connection

In the study of abstract interpretation, the Galois Connection stands as a fundamental concept that sheds
light on the relationship between concrete and abstract domains. This relationship is characterized by two
mathematical structures known as complete lattices (is a poset such that ⟨C;⊑ ⊥⊤ ⊔ ⊓⟩). The connection
comprises two crucial functions: the abstraction function (α) and the concretization function (γ). The
abstraction function maps a detailed concrete state to its abstract representation, distilling complex systems
into essential generalizations. Conversely, the concretization function maps an abstract representation back
to its detailed concrete counterpart, enabling the examination of specific details as needed. The Galois
Connection’s significance lies in its ability to simplify the analysis of complex systems without compromising
the integrity of the representation. It offers a tractable approach to understanding systems by abstracting
away the specifics while maintaining a sound and precise correlation between the abstract and the concrete
domain. This dual functionality ensures that abstract interpretations are not just simplifications but are
closely tied to the concrete elements they represent.

Figure 21: Galois Connection in Abstract Interpretation

One of the core challenges of computer science is the problem of incompatibility. There are certain problems
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and program behaviors that we simply cannot determine with certainty, like, no matter how powerful our
computers are. Abstract interpretation provides us with a way to navigate around this challenge. It does so
by approximating the meaning of programs rather than precisely calculating the exact answers. Operationally,
abstract interpretation works with abstract values and each abstract element represents a set of concrete
elements. For instance, rather than tracking every individual integer that a variable might take, the analysis
may group them into categories such as positive, negative, or zero (as shown in Figure 21). These categories,
or abstract elements, effectively represent an infinite set of possible concrete values, thereby making the
analysis of complex program behaviors manageable. In essence, the Galois Connection is the backbone of
abstract interpretation, ensuring that our abstractions are both meaningful and reliable.

6.3 Challenges and Limitations

While abstract interpretation is a powerful technique, it does come with its own set of challenges and
limitations. The choice of an abstract domain is crucial because if we choose a domain that is too coarse,
we might lose important details about the program’s behavior. On the other hand, if our domain is too
fine-grained, we might end up with an analysis that is too complex or time-consuming. During an analysis
performed, it is typically the case that an infinite, concrete space is compressed into some finite, abstract
space and it is inevitable, then, that some elements of the abstract domain represent multiple elements of the
concrete space (as shown in Figure 21). It is this overlapping in the abstract domain that leads to imprecision
in reasoning. For example, in Figure 21, we are representing all the positive integers with a single abstract
value pos, so, we are losing the distinction between numbers 1, 2, and 3. So, striking the right balance between
precision and efficiency is one of the fundamental trade-offs of abstract interpretation. If we aim for high
precision, the analysis might become too slow or computationally intensive to be practical. Conversely, if we
prioritize efficiency by using very coarse abstractions, we might overlook important details. Hence, finding
the sweet spot often requires expertise and iterative refinement.

6.4 Abstracting Abstract Machines (AAM)

Over the years abstract machines and interpreters such as CE, CEK, and CSEK [39, 40, 41, 42, 43] have been
extensively studied. They are first-order state transition system that represents the core of a real language
implementation [44] and are used to evaluate programs and determine their behavior. They follow a set of
rules to transition between different states based on the expressions and evaluation contexts in the program.
On the other hand, the goal of AAM is to craft a methodology that directly facilitates abstract interpretations
of abstract machines, through a process that converts an existing machine description into a variant that
computes a finite approximation of its behavior.

6.4.1 CEK Machine

The CEK [42] machine provides an operational model for evaluating lambda calculus expressions. It represents
the state of computation as a triple (as shown below, taken from [44]) consisting of a control string (the
expression being evaluated), an environment mapping variables to closures, and a continuation that captures
the rest of the computation or what to do next. The machine transitions by evaluating the expression in the
control string according to the standard λ-calculus reduction rules, using the environment to look up variable
values and the continuation to push contexts as needed.

ς ∈ Σ = Exp × Env ×Kont
v ∈ Val ::= (λx.e)
ρ ∈ Env = Var →fin Val × Env
κ ∈ Kont ::= mt | ar(e, ρ, κ) | fn(v, ρ, κ).

For example, looking up a variable returns its value from the environment, applying a function substitutes
the argument for the parameter in the function’s body after creating a closure for the function value and
environment, and pushing an argument or function onto the continuation models building up the context. The
ar and fn frames are part of the continuation states which represent the evaluation context for expressions.
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The ar(e ρ’ κ) is a continuation state that occurs during the argument evaluation phase. When an expression
is being evaluated and it reaches a point where the argument of a function needs to be evaluated, ar
captures the state of the machine at that point—this includes the expression for the argument e, the current
environment ρ’, and the continuation κ to proceed after the argument is evaluated. Similarly, fn(v ρ κ) is a
continuation state during function application. When a function is ready to be applied, fn captures the state
of the machine where v is the value that is the result of evaluating the function’s body, ρ is the environment
that should be used for the evaluation, and κ represents the continuation for the rest of the computation
after the function application. Whereas mt means the evaluation context is empty.

The initial state for evaluating a closed expression simply includes the expression itself, an empty environment,
and an empty continuation. The meaning of a program is defined as the set of all reachable machine states
starting from the initial configuration. By modeling substitution and evaluation contexts, the CEK machine
provides an operational interpretation of lambda calculus evaluation.

ς 7−→CEK ς ′

⟨x, ρ, κ⟩ ⟨v, ρ′, κ⟩ where ρ(x) = (v, ρ′)

⟨(e0e1), ρ, κ⟩ ⟨e0, ρ,ar(e1, ρ, κ)⟩
⟨v, ρ,ar(e, ρ′, κ)⟩ ⟨e, ρ′, fn(v, ρ, κ)⟩
⟨v, ρ, fn((λx.e), ρ′, κ)⟩ ⟨e, ρ′[x 7→ (v, ρ)], κ⟩

Figure 22: The CEK machine [44].

In semantic-based program analysis, the intensional properties of the machine are of interest, which refers to
the set of all possible states the machine could reach during the evaluation of a program. However, due to
the halting problem, it is not feasible to determine all reachable states for every program. AAM addresses
this challenge by constructing an approximation of the CEK machine. This approximation is achieved by
defining an abstract state transition relation and an abstraction map, which aims to provide a computable
and sound method to infer the program’s behavior without executing it in its entirety. However, this method
encounters a problem because environments and continuations in the CEK machine are recursive, leading
to an abstract state space that is potentially infinite. To manage such an infinite state space, a widening
operator is required, but finding a suitable widening operator for this scenario is challenging. One way to
tackle the recursive structures involves introducing a level of indirection—using explicitly allocated addresses
to manage recursion within the machine’s state space. This strategy effectively decouples the program’s
recursion from the state-space recursion and the CESK machine is one step toward addressing this issue
which removes recursion from the environment component of the CEK machine.

6.4.2 CESK Machine

The CESK [43] machine is an extension of the CEK machine. Similar to the CEK machine, it represents the
state (as shown below, taken from [44]) using a control string, environment, and continuation. Additionally,
it introduces a store component that holds variable bindings, eliminating the mutual recursion between
environments and closures. The environment maps variables to addresses rather than directly to values, and
the store then maps these addresses to storable values. This modification allows the machine to look up a
variable’s value through its address, providing a more flexible and dynamic handling of variable bindings.

ς ∈ Σ = Exp × Env × Store ×Kont
ρ ∈ Env = Var →fin Addr
σ ∈ Store = Addr →fin Storable
s ∈ Storable = Val × Env

a, b, c ∈ Addr an infinite set.

The initial state for evaluating a closed expression simply includes the expression itself, an empty environment,
an empty store, and an empty continuation. The machine evaluates the control string using the environment
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and continuation as in the CEK machine. However, instead of mapping variables directly to values, the
environment maps variables to addresses in the store. Looking up a variable fetches the closure (value,
environment pair) from the store location corresponding to the variable’s address. When binding a variable,
it allocates a fresh address and stores the closure there.

ς 7−→CESK ς ′

⟨x, ρ, σ, κ⟩ ⟨v, ρ′, σ, κ⟩ where σ(ρ(x)) = (v, ρ′)

⟨(e0e1), ρ, σ, κ⟩ ⟨e0, ρ, σ,ar(e1, ρ, κ)⟩
⟨v, ρ, σ,ar(e, ρ′, κ)⟩ ⟨e, ρ′, σ, fn(v, ρ, κ)⟩
⟨v, ρ, σ, fn((λx.e), ρ′, κ)⟩ ⟨e, ρ′[x 7→ a], σ[a 7→ (v, ρ)], κ⟩

where a /∈ dom(σ)

Figure 23: The CESK machine [44].

The key advantage of the CESK machine is that environments and closures are no longer mutually recursive.
However, continuations remain recursively structured. Simply abstracting continuations as unordered sets
would compromise return-flow analysis. AAM addresses this issue by turning the CESK machine into a
CESK* machine, which redirects the recursive structure through the store, similar to environments.

6.4.3 CESK* Machine

The CESK* [44] machine is a variant of the CESK machine that uses store-allocated continuations, a pivotal
tool in the static analysis of higher-order languages derived from λ-calculus. It eliminates the remaining
recursive structure in the CESK machine associated with continuations. The adaptability of Abstract CESK*
lies in its capacity to let analysts adjust its precision and polyvariance by altering the tick and alloc functions
integral to the analysis [130]. In the CESK* machine, continuations are no longer represented directly.
Instead, the state (as shown below, taken from [44]) contains a pointer to the current continuation allocated
in the store. The store component maps addresses to storable values consisting of closures or continuations.

ς ∈ Σ = Exp × Env × Store ×Addr
s ∈ Storable = Val × Env +Kont
κ ∈ Kont ::= mt | ar(e, ρ, a) | fn(v, ρ, a).

Looking up a variable or applying a function proceeds similarly to the CESK machine, but now indirectly
through the store when accessing or updating continuations. For example, applying a function allocates a fn
continuation in the store and updates the pointer. This refactoring serves the same purpose as the CESK
store—providing indirection to eliminate recursion. In this case, the mutual recursion between continuations
and evaluation contexts is removed. With both environments and continuations allocated in the store, the
CESK* machine enables abstract interpretation by bounding just the store. Approximating the potentially
unbounded store contents yields a finite-state abstract machine that soundly approximates the original
CESK semantics. The initial machine configuration pairs the expression with an empty environment, a store
containing just the mt continuation, and a pointer to that continuation.

6.5 Environment Analysis

Environment analysis [46, 131] is based on k-CFA and a response to K-CFA’s limitation we highlighted
in Section 4.3.2. It allows a compiler to reason about the equivalence of environments, i.e., name-to-
value mappings, that arise during a program’s execution. Whereas, a binding—the atomic unit of the
environment—is an individual mapping from one name to one value. Focusing on bindings, the key aspect of
environment analysis is discerning when the equivalence of two abstract bindings implies the equivalence of
the corresponding concrete bindings. Consider the below example again, if we invoke this with (function 0),
then the longer this code runs, the more environment it creates (e.g., [x → 0], [x → 1] . . . [x → 19279] . . .∞).
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ς 7−→CESK⋆
t
ς ′, where κ = σ(a), b = alloc(ς), u = tick(ς)

⟨x, ρ, σ, a, t⟩ ⟨v, ρ′, σ, a, u⟩ where (v, ρ′) = σ(ρ(x))

⟨(e0e1), ρ, σ, a, t⟩ ⟨e0, ρ, σ[b 7→ ar(e1, ρ, a)], b, u⟩
⟨v, ρ, σ, a, t⟩
if κ = ar(e, ρ, c) ⟨e, ρ, σ[b 7→ fn(v, ρ, c)], b, u⟩
if κ = fn((λx.e), ρ′, c) ⟨e, ρ′[x 7→ b], σ[b 7→ (v, ρ)], c, u⟩

Figure 24: The time-stamped CESK⋆ machine [44].

(define (function num)

(function (+ num 1)))

Environment analysis tries to evaluate the correlations between these different environments and cautiously
determines which bindings in any pair of environments are guaranteed to be identical. Operationally, given a
pair of environments ρ1 and ρ2 that assign values to variables, the aim of environment analysis is to estimate
the collection of variables for which ρ1 and ρ2 have matching assignments.

{v : ρ1(v) = ρ2(v)}

The technique environment analysis uses to prove this property is called Abstract Counting, which we briefly
cover next.

6.6 Abstract Counting

Abstract counting [46] is a mechanism for performing environment analysis through abstract interpretation
techniques such as k-CFA. While performing the analysis it tracks the allocation frequency of an abstract
resource. When the count stands at one, it indicates that, for the time being, the abstract resource correlates
with a single concrete resource. This correlation facilitates the process of environment analysis and broadens
the scope of optimizations that the compiler can apply, not just in quantity but in variety as well. The main
objective is to identify singleton sets based on the analogy that if two such sets, A and B, are equivalent
and each contains only one element, then they are identical in both the abstract and concrete domains. An
analysis builds a map (Galois Connection) between abstract and concrete addresses and abstract counting is
an approximation of this map. The process of analysis, therefore, is the modeling of program properties, and
abstract counting serves as a model for the properties of the analysis itself. It encapsulates an abstraction of
the number of concrete values that an abstract value might represent. Operationally, the allocation scheme
for abstract addresses plays a pivotal role in this process. When multiple concrete addresses are mapped to a
singular abstract address, the count corresponding to that abstract address is incremented. A newly allocated
abstract address is initially treated as though it were concrete, assuming a one-to-one correspondence until it
is reallocated.

7 Implementation Approaches For Reasoning Systems

Reasoning systems are designed to simulate the human ability to reason or make inferences based on given
information or assumptions. By processing and analyzing a set of rules and data, these systems draw logical
conclusions, a capability crucial in domains where complex and rule-intensive information is prevalent. They
mechanize different forms of reasoning, particularly deductive reasoning as found in mathematics and formal
logic, including propositional and predicate logic [132]. This functionality allows reasoning systems to handle
tasks ranging from simple classification to intricate problem-solving. The primary function of these systems is
to uncover new insights from a knowledge base (KB), determining what additional knowledge logically follows
from existing information and thus enhancing decision-making capabilities through logical inference [133].
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Implementation approaches vary depending on the type of logic, knowledge representation, inference method,
and search strategy used. Some of the common and prominent approaches are Rule-based reasoning, Logic-
based reasoning, Probabilistic reasoning, and Non-monotonic reasoning. Each approach has advantages and
disadvantages, and the best approach depends on the characteristics and requirements of the domain and the
problem to be solved.

In this section, we will briefly review some of the key approaches in reasoning systems, such as Interprocedural
Program Analysis (IPA), Satisfiability Problem (SAT), and Datalog. Notably, our examination will predomi-
nantly focus on Datalog, as it offers pertinent insights and methodologies that are particularly relevant to the
scope of our survey and research directions.

7.1 Interprocedural Program Analysis (IPA)

The interprocedural analysis focuses on evaluating a program encompassing multiple procedures, with a
particular emphasis on understanding how information is exchanged and flows between these procedures [134].
IPA can be performed using various program analysis techniques, such as data-flow analysis, control-flow
analysis, abstract interpretation, may-alias analysis, etc [135, 136, 137, 138, 139, 140, 141]. A compiler then
uses this analysis result to understand the behavior of all procedures in a program and applies this knowledge to
optimize individual procedures [142]. On the other hand, intraprocedural analysis is a mechanism that targets
optimization within each function of a compilation unit, relying solely on the information available for that
specific function and compilation unit [143]. At compile time, optimization is often done by employing a dual
approach, incorporating both intraprocedural analysis and interprocedural analysis. While intraprocedural
analysis focuses on optimizing individual functions within their scope, interprocedural analysis broadens
this scope, performing optimizations across the entire program. This comprehensive approach leverages
techniques including but not limited to inlining, program partitioning, dead-code elimination, and constant
propagation [143, 144]. These optimizations are geared towards enhancing performance by reducing overhead,
improving data locality, and streamlining the program’s flow.

Despite the advantages, performing IPA is a complex task as it requires the compiler to understand not only
the code it is currently compiling but also the effects of every procedure throughout the entire program,
including those compiled at different times [145]. Not all applications equally benefit from IPA optimizations,
and the extent of performance gains varies [143]. Applications with numerous functions, multiple compilation
units, and those where functions are not in the same compilation unit as their callers are more likely to
see improvements from IPA. Additionally, applications with fewer input and output operations generally
exhibit more noticeable performance enhancements. However, the degree of performance improvement is
contingent on the application type, and in some instances, the use of interprocedural analysis might even lead
to performance degradation [143]. Therefore, debugging and thoroughly assessing programs before applying
IPA is crucial to ensure that the optimizations align well with the program’s requirements and characteristics.

7.2 SAT

Satisfiability, commonly known as SAT, is a principle in logic that deals with determining whether a logical
formula or a set of formulas, can be deemed satisfiable. In simpler terms, it means checking if there is a
way to assign truth values to the variables in these formulas so that the entire formula holds true [146].
Algorithms or tools designed to perform this task are known as SAT solvers, and they play a pivotal role
in figuring out the satisfiability status of given logical statements. SAT solvers have found applications in
various fields including computer science, computer engineering, graph theory, logic, and operations research
[146]. Their utility shines in addressing complex issues that can be framed as SAT problems. SAT solvers
offer a universal framework for problem-solving, converting various problem types into SAT problems. This
adaptability is strengthened by the extensive mathematical tools and techniques developed for logic and
proof theory. The study of SAT algorithms has been an active area of research for over six decades and
some of the prominent algorithms are DPLL, MiniSat, Max-SAT, Chaff, CryptoMiniSAT, and ProbSAT,
GRASP [147, 148, 149, 150, 151, 152, 153].

Nonetheless, SAT solvers are not without their challenges. A notable drawback is the exponential worst-case
complexity associated with SAT problems making some SAT problem instances practically unsolvable with
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current computational means. Moreover, SAT solvers may falter when dealing with problems that involve
real-world constraints or intricate dependencies. Their effectiveness is also contingent on the accuracy and
completeness of how a problem is represented logically, which can be a demanding task in some scenarios.
Thus, while SAT solvers are formidable tools capable of addressing a wide array of problems, their efficiency
is inherently dependent on the specific nature and complexity of the problem at hand.

7.3 Datalog

Datalog is a logic programming-based database query language [154]. A Datalog program combines a set
of specific predicates, known as the extensional database (EDB), with a series of Horn clauses, forming the
intensional database (IDB) [155]. In the context of program analysis, Datalog simplifies the implementation
of analysis techniques in an intuitive way [156, 157]. Analysis techniques, including data-flow, control-flow,
and pointer analysis, inherently involve recursion, making Datalog, with its strong recursive capabilities, an
ideal choice for performing such tasks[158]. For instance, data-flow analysis can be expressed in a few lines
of code written in Datalog, but performing the same analysis can take hundreds to thousands of lines in a
traditional language [156].

Consider a datalog example (Figure 25), where we define a directed graph containing nodes n1 to n5, then we
will query to find out all the nodes that are reachable from a particular node. The graph is constructed using
edge/2 facts—edge is the name of the predicate and 2 indicates that the predicate takes two arguments—
representing directed edges between nodes (n1 to n5). The graph also includes a loop from n4 back to n1.
The reachable/2 predicate is defined with two rules: The first states that a node Y is reachable from another
node X if there is a direct edge from X to Y. The second, recursive rule states that Y is reachable from X if
there exists an intermediate node Z such that Z is reachable from X, and there is a direct edge from Z to Y.
Now if we query which nodes are reachable from n1, the Datalog engine uses these rules to recursively explore
the graph, concluding that n2, n3, and n4 are reachable from n1, while n5 remains unreachable because there
is no edge leading to n5 from any of n1, n2, n3, or n4.

% Facts

edge(n1, n2).

edge(n2, n3).

edge(n3, n4).

edge(n4, n1).

edge(n5, n4).

% Rules

reachable(X,Y ) :- edge(X,Y ).

reachable(X,Y ) :- edge(X,Z), reachable(Z, Y ).

% Query

?- reachable(n1, Y ).

Figure 25: A datalog example: EDB (left), IDB (right), and Query (right-bottom)

In the 1980s and early 1990s, Datalog attained considerable attention within the database community,
primarily due to its potential in various systems applications. Despite this initial interest, the language
eventually entered a period of inactivity, partly because it did not find immediate, widespread practical
use [159]. However, Datalog has recently experienced a revival, now playing a critical role in numerous
contemporary application areas. This resurgence is especially noticeable in fields such as data integration,
networking, security, cloud computing, and program analysis [45, 160, 161, 162, 163, 164]. A key factor in
this renewed interest is Datalog’s ability to serve as a high-level language for efficiently querying both graphs
and relational structures. Its capabilities in executing recursive queries and maintaining views incrementally
are noteworthy, as they leverage the relational model’s strength for structured formal reasoning and analysis.
Datalog’s adaptability enables customization to meet diverse application-specific needs. Its core is often
enhanced and modified across various fields, reflecting its evolving role and growing importance in today’s
computational landscape. This versatility cements Datalog’s status as a crucial tool in data processing and
analysis [158].

The remaining part of this section aims to delve into the contemporary landscape of Datalog and its modern
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adaptations, particularly focusing on Soufflé [165], Slog [45], Flix [166], Datafun [167], IncA [168], and Ascent
[169]. It also aims to provide a holistic view of the capabilities and limitations of each system, offering insights
into their suitability for various computational tasks and environments. Finally, Section 7.3.7 shows how our
prototype compiler is getting informed by the slog-based analysis in order to perform various optimizations.

7.3.1 Soufflé

Soufflé [165] is a state-of-the-art open-source Datalog system focused on scalability and used primarily for
program analysis tasks. It achieves performance through the compilation of Datalog to parallel C++ code [170].
It utilizes domain-specific optimizations including a novel polynomial-time algorithm inspired by Dilworth’s
theorem to construct an optimal minimal set of B-tree indexes that cover all necessary access patterns. It
further optimizes the compiled program through template metaprogramming techniques that specialize data
structures and algorithms at compile-time. To handle concurrent operations, Soufflé implements specialized
lock-free concurrent data structures rather than relying on generic libraries. A key data structure is a variant
of concurrent B-trees employing fine-grained optimistic read/write locking to separate read and write paths
during semi-näıve evaluation. The paper [165] provides an overview of Soufflé’s architecture and staged
compilation process translating Datalog to a relational algebra machine, then to specialized C++. However, it
does not detail the specifics of Soufflé’s semi-näıve evaluation implementation. A case study shows Soufflé
scaling to analyze the large OpenJDK codebase orders of magnitude faster than existing Datalog engines,
demonstrating its viability for large-scale program analysis. One of Soufflé’s strengths is the configurability
and ability to rapidly prototype custom program analyzers that approach hand-optimized tools’ performance
levels. Although Soufflé’s performance is impressive with a low thread count, it faces challenges in scaling
efficiently due to internal locking mechanisms and its reliance on coarse-grained parallelism [45, 171].

7.3.2 Flix

Flix [166] is a declarative language for specifying and solving least fixed point problems, particularly static
program analyses. It takes inspiration from Datalog and extends it with support for lattices and monotone
functions. In Flix, users can define lattices like constant propagation, intervals, etc to represent abstract
domains. They can also specify monotone functions over these lattices to implement transfer functions. This
allows Flix to express a broader range of static analyses than pure Datalog while retaining Datalog’s familiar
rule-based syntax. The semantics of Flix builds on Datalog by associating predicates with lattices, extending
the Herbrand universe with lattice elements, and defining lattice operations like joins. This provides a clean
model-theoretic semantics that captures the meaning of Flix programs. Flix ensures programs have a unique
minimal model that can be computed using semi-näıve evaluation. The key capabilities of Flix include (a)
support for user-defined lattices and monotone functions, (b) integration of a pure functional language to
specify lattices and functions, and (c) compatibility of analyses like in Datalog.

Compared to other Datalog systems, Flix allows a wider range of static analyses to be expressed and
implemented effectively. The use of lattices avoids the need to encode them in relations which can be
inefficient. Flix programs also interoperate well with existing Java code, unlike many Datalog solvers.
Recently [172] Flix added the support for embedding logic programs as first-class values in a functional
programming language. However, Flix does have certain limitations. It does not provide support for negation
and non-monotonic reasoning. Additionally, it lacks a strong emphasis on efficient compilation [45], and it
does not allow expressions in argument positions or enable pattern matching within rules [169].

7.3.3 Datafun

Datafun [167] is a typed functional programming language that allows programming in a style similar to
Datalog, while also supporting higher-order functions. It tracks monotonicity in its type system, which allows
taking the least fixed points of monotone functions in a safe and terminating manner. Datafun employs
a top-down evaluation strategy rooted in the λ-calculus and its two major capabilities beyond standard
Datalog are Higher-order functions and Expressivity. Datafun allows defining higher-order monotone and
non-monotone functions, and using these functions in fixed point computations. This makes it easy to abstract
common patterns like generic transitive closure. Datalog is limited to first-order predicate definitions while
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Datafun can define arbitrary monotone functions on posets and semilattices. Datalog is limited to predicates
on finite sets of ground terms. Datafun’s approach lets programs compute with the data they operate on. The
key idea in Datafun is to track monotonicity information in the type system. By distinguishing monotone
and non-monotone functions and requiring fixed point bodies to be monotone, the language guarantees
termination. The denotational semantics models types as posets and uses adjunctions between posets, sets,
and semilattices. Recent research has explored its semi-näıve evaluation in connection with the incremental
λ-calculus [173, 174].

While Datafun advances Datalog capabilities, there are still limitations. It does not yet have optimization tech-
niques like the magic sets algorithm that make Datalog implementations efficient. In future implementations,
the authors also aim to add support for the general recursion to the language.

7.3.4 IncA

IncA [168] is a domain-specific language (DSL) language. It allows developers to define incremental program
analyses that efficiently update results as code changes. It works by representing computations as graph
patterns on the abstract syntax tree (AST) of the analyzed program. Its compiler translates user-defined
analyses into interconnected graph patterns and turns regular pattern functions into graph patterns. Whereas
the runtime system then incrementally maintains the analysis results using incremental graph pattern-matching
algorithms when code changes occur.

Compared to directly using graph patterns, IncA aims to make incremental program analysis more accessible
by providing pattern functions as an abstraction. Pattern functions take a single input, operate in a linear
fashion similar to forward or backward analyses, and hide the complexities of sets and graph operations.
To optimize performance, the IncA compiler analyzes the pattern functions to determine which AST nodes
are relevant for the analysis. This allows pruning irrelevant change notifications and reducing caching
during incremental reevaluation. The authors demonstrate the capabilities of IncA by implementing control
flow analysis, points-to analysis, well-formedness checks for C programs, and FindBugs checks for Java.
Measurements show that incremental analyses provide significant speedups over reanalyzing from scratch
after changes. Contrary to the general incremental computation systems like i3QL or Adapton, IncA focuses
specifically on incremental program analysis rather than arbitrary computations. The domain-specific
assumptions allow additional optimizations like static analysis of the pattern functions. In the future, the
authors plan to extend IncA to support additional kinds of program analyses by generating incremental
runtime data representations.

7.3.5 Ascent

Ascent [169] is a logic programming language that extends Datalog, embedded in Rust via procedural macros.
It allows writing declarative rules that can perform deductive inference and compute fixed points over lattices.
Ascent rules can seamlessly call Rust functions and vice versa, enabling integration of logic programming
with application code. The key capabilities of Ascent include support for user-defined types and pattern
matching, allowing logic programs to directly operate over complex data. It utilizes Rust’s trait system to
enable fixed point computations over non-powerset lattices, such as computing shortest paths in graphs.
Common aggregators including but not limited to min, max, sum, etc. are provided in the library and can be
user-extended. Ascent performs optimal index selection and semi-näıve evaluation for efficient deduction.
Ultimately the rules compile to high-performance Rust code.

Compared to Datalog systems like Souffle and Flix, Ascent aims for tighter integration with a host language
to avoid serialization costs. It matches Souffle’s performance on benchmarks while requiring far less code than
Datafrog [175] (A lightweight Datalog engine in Rust). By compiling to native code, Ascent achieves orders
of magnitude speedups over Flix. The authors evaluate Ascent by reimplementing Polonius, the Rust borrow
checker, in half the lines of code. Ascent matches its performance, demonstrating viability for large real-world
analyses. Experiments on shortest path computation and graph mining show Ascent is highly performant
compared to Flix and competitive with Soufflé. However, Ascent lacks capabilities for parallel evaluation,
proving termination by tracking monotonicity and combining programs functionally like later Flix versions.
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7.3.6 Slog

Slog [45] is a deductive logic programming language that extends Datalog to support structured, recursive
facts and higher-order relations. Slog’s key innovation is allowing subfacts—facts nested within other facts—to
be first-class citizens just like top-level facts. This means subfacts can trigger rules, be recursively nested,
and be referenced as values by other facts. To implement this, Slog interns every structurally unique fact and
subfact, assigning it a unique ID. Rules can then match on subfacts and generate new (sub)facts in response.
This simple extension enables Slog to naturally represent structured data like abstract syntax trees as nested
facts. It also allows higher-order relations through defunctionalization. For example, a rule can look up a
value for variable x in a global environment relation, providing the enclosing environment fact. Slog compiles
to parallel relational algebra, distributing computation across facts and subfacts uniformly.

Compared to other datalog-like systems such as Soufflé and RadLog, Slog demonstrates better scaling and
performance in benchmarks. By treating subfacts as first-class, Slog avoids representing trees of facts as flat
relations like Souffle does with abstract data types. This allows direct access and indexing of structured
values instead of materializing large unwieldy intermediate relations. The MPI-based parallel backend also
shows better scaling than Spark-based systems like RadLog [176]. While inspired by Datalog, Slog is a fully
featured language for data-parallel structured deduction. Slog’s implementation contains a compiler, runtime,
and REPL totaling over 20K lines of code and its application includes but is not limited to more direct
implementations of abstract machines (CEK, Krivine’s, CESK), rich program analyses (k -CFA, m-CFA), and
type systems.

7.3.7 Slog-Based Analysis

The Brouhaha is a whole-program compiler, and its performance significantly improves by the analysis that
we perform using Slog. Slog is a deductive logic programming language and it allows us to write abstract
machines in a very intuitive way. For Brouhaha we adopted the CESK* [44] abstract machine to perform
whole-program analysis and the goal of this analysis is to provide us with sound and useful information that
can inform the compilation process.

We sent the output of Alphatizations pass to Slog, where we turn the s-expressions into recognizable facts
within the Slog framework. This conversion is achieved by uniquely tagging each Brouhaha form to correspond
to a specific fact in Slog. The code that facilitates this conversion process is handled in the file named
emit-slog.rkt. To generate the control-flow graph, the rules are structured within an evaluate, return, and
apply framework to bring clarity and order to the CFA’s architecture. During the analysis, any control
expression initially enters an evaluate phase, marked by an eval tag, along with its associated environment
and continuation. This phase is designed to yield a value, which is then stored along with its address for
subsequent processing in the return phase, indicated by a ret tag.

The return state resumes the evaluation based on the directions specified by the continuation, which is
typically modified during the evaluate phase. When a function or lambda application is directed to a return
state, the process transitions to the apply state. Apply state handles both variadic and fixed parameter
scenarios, ensuring that parameters and arguments are bound correctly. Finally, the results of the analysis are
encapsulated in answer tagged facts, which include the addresses and corresponding values of the outputs.

Upon finishing the analysis, the compiler writes all the generated facts into a text file named fact.txt and
continues the compilation process. Finally, in the code generation phase, whenever we are at a call site, the
compiler introspects on the facts from the fact.txt file, to perform various kinds of optimization. For example,
one of the optimizations that the compiler does is, before emitting C++, it looks up the facts to determine if
the function being called is one of the built-in Brouahaha functions with a specific number of arguments or
not. If this is the case, instead of emitting C++ using the global arg-buffer array, which is often slower, it
directly makes a call to the built-in Brouhaha function. By doing so, the compiler avoids the usage of the
arg-buffer and ensures that any C++ compiler then can inline the function call to reduce the compilation time.
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8 Future Research Direction

Functional program analysis is a vast research field and analysis techniques such as control-flow analysis, and
program transformation have been active research areas for many decades. In this survey, we specifically
focused on functional compilers and analysis techniques such as abstract interpretation. As part of our
ongoing research, we have demonstrated how our prototype compiler works and how we are using Slog to
perform analyses to address novel research problems and optimize the compiler’s performance.

In the future, we aim to delve into making our analysis more precise and performing many more flow-
directed optimizations to the compiler. For example, turning our current monovariant analysis (0-CFA)
into a polyvariant analysis (k-CFA) would certainly allow us to make better decisions in terms of call-site
optimization. We also aim to address novel research problems such as abstract counting for dalalog-like
languages. One of the other optimizations that we are especially interested in is implementing super-beta
inlining mentioned in Mights’ dissertation [131].

9 Conclusion

This survey paper has provided a comprehensive overview of functional compilation and functional program
analysis covering essential topics such as λ-calculus, compiler construction, and abstract interpretation. It
also covered the latest developments in the field and discussed the significance of abstract machines and
interpreters. In Section 3 we provided a brief introduction to functional programming, lambda calculus, and
FP concepts. Then in Section 4 we discussed functional program analysis and some of its methodologies. In
Section 5, we introduced a functional language and demonstrated how our prototype functional compiler works
for that language. Moving forward, in Section 6, we covered abstract interpretation and abstract machines.
Then, Section ?? talked about modern Datalog languages, and compared them in terms of performance and
how we are performing program analysis using a Datalog-like language—Slog. Finally, Section 8 then outlined
our future research direction.
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Nikolay L Mihaylov, Michel Schinz, Erik Stenman, and Matthias Zenger. An overview of the scala
programming language second edition. 2006.

[13] Pierre-Yves Saumont. Functional Programming in Java. Manning Publications, 2017.
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[166] Magnus Madsen, Ming-Ho Yee, and Ondřej Lhoták. From datalog to flix: A declarative language for
fixed points on lattices. SIGPLAN Not., 51(6):194–208, jun 2016.

[167] Michael Arntzenius and Neelakantan R. Krishnaswami. Datafun: A functional datalog. In Proceedings
of the 21st ACM SIGPLAN International Conference on Functional Programming, ICFP 2016, page
214–227, New York, NY, USA, 2016. Association for Computing Machinery.
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